Experiments on VME and ISA Buses for a Computer Architecture Laboratory
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Abstract.- This article presents a set of hardware experiments in the area of computer architecture. They combine their practical aspects with a set of simulation exercises.


We propose a series of practical applications including both asynchronous VME / synchronous ISA buses and parallelism. The system on which experiments are carried out is an 80x86 CPU based prototype.
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I. INTRODUCTION.

Teaching in practical subjects, such as Electronic Engineering and Computer Science, should be an appropriate combination of theory, exercises and laboratory experimentation [1,2,3,4]. With regard to the practical part, a number of simulation packages that provide suitable learning environments have appeared this last decade. In the particular case of Computer Architecture teaching, there are excellent simulation packages like SPIM [5], WinDLX, Midas [6], DLXVSim [7]… that facilitate practices instruction in specially important areas such as efficiency of particular instruction sets, application of segmentation techniques, memory management or analysis of structural improvements like the addition of new functional units, cache memories or out-of-order execution.

However, this option is not complete and should be combined with real laboratory experiences. It is not easy to create a balance between both types of experiences. Simulation experiences are often used because they are easier and cheaper, and teachers do not need to supervise the work of the students as closely as in hardware instruction. In contrast, hardware experimental procedures take a long time, and they may be tedious and too difficult when they are not appropriately designed. Nevertheless, it is well known that there are many areas that can not be shown through simulation. These practical aspects can only be learnt through carefully chosen hardware experimentation.

Students can obtain a deeper understanding of parallelism-related issues in bus-based networks through hardware experiences, such as arbiter designs, shared memories, critical area accesses… A design that involves parallelism forces students to

· be careful with the design

· formulate debugging strategies

· use appropriate display tools.

The aim of this article is to present a number of hardware procedures that are designed for the VME/VXI bus. We think that the proposed set of laboratory exercises satisfies the previous requeriments.

II.- DESCRIPTION OF THE PROTOTYPE AND RELATED TOOLS

The set of practical exercises suggested in this article is based on a prototype that has been fully designed at our laboratory. Using commercial systems based on VME bus, such as the MiniForce system (where students carry out Motorola 68000 assembler language procedures), has been discarded. At the beginning, the prototypes that are designed by the students have several critical failures (short-circuits between the supply and the ground, for example, or just non-precautions – like turning off the system when the prototypes are connected or disconnected to it). Consistently, when those prototypes are directly connected to the bus of the MiniForce system, they could probably break some of the components the system is made off: CPU, interfaces…

The designed prototype, whose manuals are available in the laboratory, is based on Intel 80x86 processor, and its main components are:

· Intel processor

· Local memory

· Hexadecimal keyboard controllers, display with 7 segment leds

· ISA bus subset (synchronous bus)

· VME adapter interface (VME bus subset)

· ROM monitor program: keyboard control, display, debugging…

· Programmable Peripherical Interface (PPI) as general purpose input/output device.

The microprocessor runs in minimum mode, because there are few elements in the system. In this mode, the CPU generates all necessary system control signals.

The prototype scheme is shown in Figure 1. In it, reset and crystal circuits manage the system timer (8254) whereas a signal from this timer governs the microprocessor clock. Addresses (A0-A19), through a simple decoder circuit, and data (D0-D15) signals are connected to memory chips.

There are two kinds of memories. The first one is an EPROM 2732-A. The monitor program, the set of interrupt vectors, and room for future implementations are located in this unit, between FE00:0000 and FE00:FFFF addresses. The second one is a RAM 43256. This unit comprises the monitor program data area, the user program memory area and the stack memory area that are located between 0000:0000 and 0000:FFFF addresses.

The eight least significant bits of the data bus are connected through a programmable keyboard/display interface INTEL 8279-5, to keyboard and display units (in this implementation, both are hexadecimal). 

The required signals are connected to a simplified VME adapter interface (details will be shown below). This interface is connected to the system output through an expansion connector.

Prototype characteristics are:

· Universality: It makes static/dynamic memory extensions through both of the synchronous (ISA bus) and asynchronous (VME bus) buses possible.

· Simplicity: With prototypes like this one, students do not damage commercial systems, whose repairs can be complex and expensive.

The interface block diagram is shown in Figure 2.

Moreover, this design offers us the possibility of having a set of removable arbiters (they can even be designed by students themselves). This strategy allows several arbitration policies to be implemented. Also, possible damage to the system is easier to repair.

Students’ designs are implemented in a panel such as the one shown in Figure 3. This kind of panel offers a great advantage, as soldering is not necessary when a device is being designed.

Finally, the equipment is completed with a Hewlett Packard 1664A logic analyser, whose characteristics are:

· It is reasonably priced. Thus, a student laboratory can be equipped with a device like this one.

· Students can obtain a time diagram hard copy because the analyser includes a PC output.

· It has 50 MHz state speed, 32 data channels, 2 data/clock channels and a Centronix interface.

· Memory depth is 4 Kbytes per channel in all pod pair groupings, or 8 Kbytes per channel on one pod of a pod pair (half channel mode). [8]

III.- STRUCTURE OF THE EXPERIMENTATION PROCEDURES.

When students come to the Computer Architecture Laboratory to carry out the experiments described below, they have a theoretic knowledge of interconnection networks. [9,10]

We can divide the learning procedures into two blocks, according to the selected type of bus (synchronous/ asynchronous):

1.- Synchronous Protocol:

· Prototype memory expansion through the prototype connector.

2.- Asynchronous Protocol:

· Implementation of a slave (memory expansion) through a VME bus adapter interface output (one master).

· Slave being shared by 2 Masters.

· Design and implementation of arbitration devices.

· Time diagram interpretation (acquired knowledge test).

These procedures allow students:

1.- To analyse synchronous / asynchronous protocols. They can observe the differences between them.

2.- To gain insights into problems related to parallel processing.

3.- To acquire experience from important instrumentation devices as logic analysers. This kind of instruments is indispensable to work with complex designs like this one.

IV.- DESCRIPTION OF THE EXPERIMENTS.

In this section we shall describe the experiences that students are developing in the laboratory.

1.- Prototype memory expansion through prototype connector (synchronous protocol: ISA bus)

This simple procedure allows students to familiarise themselves with the laboratory and tools they have to use.

As we mentioned above, prototype RAM is addressed between 0000:0000h and 0000:FFFFh, and ROM is addressed between FE00:0000h and FE00:FFFFh. Thus, there is a wide area where students can develop a memory expansion.

Chips used for memory expansion are 8K x 8 Bit Fast Static RAM MCM 6264. As they are 8 bit chips and implemented VME data bus has 16 lines, the memory expansion is organised into couples of chips (even/odd addresses). These modules are selected according to A0 and BHE* signals from the microprocessor. 

2.- Implementation of a slave (memory expansion) through VME bus adapter interface (asynchronous protocol). One master.

In this procedure, students assimilate the asynchronous protocol that they have previously studied theoretically. They have to implement a slave in a one-master system (8086 prototype). In our case, the chosen slave is a memory expansion with the same features as in the prior procedure (Two 8K x 8 Bit Fast Static RAM MCM6264 modules – odd/even addresses).VME bus is big-endian, so even/odd address bytes correspond respectively with DS1*/DS0* activation (A0 and BHE* signals from the microprocessor).

Another aspect, and perhaps the most pedagogical one, is that the implemented design complies with VME protocol time specifications. This circumstance can be checked with the logic analyser. 

When DS* signals are both high, DTACK*  (driven by the slave) is high too. But, when at least one DS* signal is driven low by the master, slave answers driving DTACK* low after a minimum time, given by a VME specification [11]. This is guaranteed including a delay line. Finally, when master drives DS* signals high again, DTACK* is driven high almost immediately.

Students can conveniently develop this procedure with the logic analyser, as measurement problems are highly reduced (protocol times can be measured in a precise way).

3.- Slave being shared by 2 Masters.

Once the previous procedure has been completed, the next logical step is that of designing a system with several masters that access to a common resource. The way in which the interface has been designed makes this experiment very simple. Students only connect the new master to the implemented bus, as the arbitration has been previously implemented.

However, the most interesting aspect of this procedure is not the connection itself, but the aspects related to the parallel processing. In order to work with these concepts, a producer/consumer problem is proposed as an exercise. Students carry out this procedure via the designed hardware, defining access to a critical area through a binary semaphore. In this way, students can check asynchronous bus advantages, controlling bus control lines (signals related to arbitration: BBSY*, BR*, BG* and BCLEAR*) and checking, for example, whether a data written on the common resource is correctly read 

4.- Design and implementation of arbitration devices

This experimental procedure is useful, because arbitration time specifications have to be considered together with previous requirements.

A previous arbiter design can be given to the students or in case some students want to get better marks, they can design a new arbiter themselves that could be based on other arbitration policy. 

 In this point, we will consider a system of two masters example. If the master that is not in control of the DTB requests its use, it drives its BR* signal low. The arbiter grants the control of the DTB to the master through BGxIN* signal, and then, the master drives its BBSY* signal low and starts its transfer cycle(s). Finally, the master releases the DTB driving its BBSY* signal high. 

The chosen design has several feedback signals, whose function is to avoid that two masters could access to the slave simultaneously. If the design is thoroughly analysed, it can be shown that be simplified slightly. However the redundant have been left, giving more robustness to the design.

5.- Time diagram interpretation (acquired knowledge test)

Once students have completed the previously described procedures, they are shown several chronograms captured with the logic analyser, where the different steps of the protocols are emphasised. Students should interpret them correctly showing whether chronograms comply with VME bus specifications or not. These time diagrams are shown in ascending order of complexity (one master – two masters).

Later, students are evaluated once again, but this time tested individually in their final exam. A full chronogram appraisal procedure, which is applied for the purpose of checking student knowledge suitably, will be used.

V.- CONCLUSIONS

A series of experimental procedures based on synchronous and asynchronous buses is proposed. These practical exercises allow Computer Architecture students to get valuable experience in hardware designing, debugging and operating specialised instrumentation (logic analyser). In this way, their previous knowledge acquired through the theoretical lectures and simulation experiments is tested and improved in a laboratory.
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